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We introduce GlotLID, a language identification (LID) model that

(i) is open-source.
(ii) covers a wide range of languages, more than 1600 languages.
(iii) is rigorously evaluated and reliable.
(iv) is efficient and easy to use.

https://github.com/cisnlp/GlotLID https://huggingface.co/spaces/cis-lmu/glotlid-space
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Background and Methodology

Comparison Results of GlotLID with Off-the-shelf LIDs    

LID models in general don’t have an ability to say they don’t 
know a language. 

LID should support a broad coverage of languages to 
minimize out-of model cousin errors.
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Introduction

Model: 
- We choose FastText model as the GlotLID architecture.

- scalable, open-source, ease of use, efficient, provide 
confidence thresholds

Training Data:
- We only use sources we deem trustworthy for GlotLID 

training. 
- Wikipedia, religious texts, collaborative translations, 

academia, storybooks, and news sites. 
- This gives us a coverage of 1832 languages, more than 

any other public LID

Evaluation Data: 
- Flores-200
- UDHR (Universal Declaration of Human Rights)
-  Our test set
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SET!: Benchmark is known. Apply LID on 
the intersection of LID supported 
languages  and benchmark.

SET?: Benchmark is not 
known. Apply LID on 

the whole benchmark.
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Θ is the confidence threshold. If the confidence score for a predicted label falls below the 
threshold, the model should label the input text as “undetermined”.

https://arxiv.org/abs/2310.16248


